
ONE-STEP DETECTION OF BACKGROUND, STAFF LINES, AND
SYMBOLS IN MEDIEVAL MUSIC MANUSCRIPTS WITH

CONVOLUTIONAL NEURAL NETWORKS

Jorge Calvo-Zaragoza, Gabriel Vigliensoni, and Ichiro Fujinaga
Centre for Interdisciplinary Research in Music Media and Technology (CIRMMT)

McGill University, Montreal, QC, Canada

ABSTRACT

One of the most complex stages of optical music recog-
nition workflows is the detection and isolation of musical
symbols. Traditionally, this goal is achieved by performing
preprocesses of binarization and staff-line removal. How-
ever, these are commonly performed using heuristics that
do not generalize widely when applied to different types
of documents such as medieval scores. In this paper we
propose an effective and generalizable approach to address
this problem in one step. Our proposal classifies each
pixel of the image among background, staff lines, and sym-
bols using supervised learning techniques, namely convo-
lutional neural networks. Experiments on a set of medieval
music pages proved that the proposed approach is very ac-
curate, achieving a performance upwards of 90% and out-
performing common ensembles of binarization and staff-
line removal algorithms.

1. INTRODUCTION

Optical music recognition (OMR) is the field of computer
science devoted to providing computers with the ability to
extract the musical content of a score from the optical scan-
ning of its source image [1]. This problem represents a
complex challenge for which there are no completely sat-
isfactory solutions yet [20]. The task can be further di-
vided into two different stages [6]: document image pro-
cessing, in which the objective is to detect and recognize
each meaningful symbol appearing in the image; and re-
construction of musical notation, in which musical mean-
ing is assigned to each of these symbols in order to encode
the content in a structured symbolic music format such as
MEI (Music Encoding Initiative) or MusicXML.

Due to the arrangement of the elements on the staff, the
image-processing stage is usually approached following a
strategy of segmentation and classification. That is, ele-
ments within the score are first detected independently and
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then a classification algorithm assigns a category to each
of them. Our approach focuses on the segmentation stage.

The final objective of segmentation is to detect the re-
gions of the image that correspond to music symbols. To
achieve this, traditional segmentation workflows incorpo-
rate the steps of binarization of the document and detection
and removal of staff lines. Staff-line detection and removal
algorithms usually use a binarized image as input, which
facilitates certain procedures such as morphological oper-
ations or histogram analysis—core processes of many of
these algorithms. In addition, the segmentation workflow
also allows for the detection of staff line positions. If sym-
bol isolation were done from a color image, it would not
know which parts belong to the background of the docu-
ment and which to staff lines. Note that the position of
staff lines is crucial for determining the pitch of the sym-
bols.

The traditional segmentation workflow, however, has a
number of drawbacks. First, the staff-line detection and re-
moval becomes heavily dependent on the accuracy of bina-
rization, as errors are propagated between the two stages.
In addition, the traditional methods follow heuristic tech-
niques that assume specific conditions in the images to be
treated. While this may be useful if the context of their
use is limited to a particular style of documents, it is dif-
ficult to generalize these methods so that they can be used
in various cases. This is especially true when dealing with
medieval manuscripts, which present a greater heterogene-
ity in this regard.

For all of the above cases, we propose a framework with
the goals of isolating the symbols depicted in the image of
a music score and keeping the staff-line information. In
our approach we perform a document analysis procedure
that allows for categorical discrimination of each pixel, ac-
cording to the class it belongs to (e.g., background, staff
lines, or symbols) in a single step. In order to make this
approach generalizable we address the task using the su-
pervised learning paradigm. That is, we assume that a ref-
erence set is available that can be used to train a model to
perform such task. In particular, we make use of convolu-
tional networks for this purpose. These networks are pow-
erful models that are capable of learning a suitable repre-
sentation for a given task, thus avoiding the necessity of de-
veloping a feature extraction strategy specifically designed
for each type of document to be processed. Our experi-
ments on two sets of medieval documents report excellent
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results, outperforming different combinations of binariza-
tion algorithms and staff-line removal algorithms.

The rest of the paper is structured as follows: related
work and the context of our proposal is presented in Sec-
tion 2; the proposed method to solve the problem is de-
tailed in Section 3; the experimental setup to validate our
approach is described in Section 4; comparative and qual-
itative results are reported in Section 5; and conclusions
and promising avenues for future work are summarized in
Section 6.

2. RELATED WORK

OMR has to deal with many aspects of musical notation,
one of which is the presence of the staff. Since most sym-
bols in the score are connected through these lines, it has
been traditionally necessary to remove them in order to de-
tect musical symbols.

The staff-line removal stage is usually performed af-
ter the binarization of the document in the OMR work-
flow [20] because this step helps to reduce the complex-
ity of the problem and is required to apply certain tech-
niques such as morphological operators, histogram anal-
ysis, or connected components. In addition, starting from
the color image, the processes of binarization and staff-line
removal, one after the other, allow the separation of back-
ground, staff lines, and musical symbols regions.

A comprehensive review and comparison of the early
attempts for the staff-line removal can be found in the work
of Dalitz et al. [7]. Given the interest in this challeng-
ing task, many other methods have been proposed more
recently. Cardoso et al. [9] proposed a method that con-
siders the staff lines as connecting paths between the two
margins of the score. The score was modeled as a graph so
that staff detection was solved as a maximization problem.
Dutta et al. [10] developed a method for printed scores that
considered the staff-line segment as a horizontal connec-
tion of vertical black runs with uniform height. Piatkowska
et al. [18] designed a method that used a Swarm Intelli-
gence algorithm. Their approach can apparently deal with
any type of image, but only results on binary images were
reported. Su et al. [23] fitted an approximate staff con-
sidering properties such as height and space. Geraud [11]
developed a method that entails a series of morphological
operators: first, a permissive hit-or-miss with a horizontal
line pattern, followed by a horizontal median filter and a
dilation operation. A binary mask is then obtained with a
morphological closing. Finally, a vertical median filter is
applied to the largest components of the mask. The proce-
dure is directly applied to the image, which eventually re-
moves staff lines. Montagner et al. [15] proposed to learn
image operators, whose combination remove staff lines.

The problem with these methods is that they focus on
particular aspects of the style of the specific scores toward
which they are oriented and it is, therefore, very difficult
to adapt them to other types of documents (for example,
from different eras or with different notations or styles).
In addition, most of these methods assume already bina-
rized images as input. The binary nature of modern musi-

cal scores (black ink on white paper) has, to some extent,
justified this assumption. Of course, document binariza-
tion is not a trivial problem—especially when dealing with
ancient documents [16]. Furthermore, it turns out that tra-
ditional document binarization methods, which were de-
signed mainly for text documents, are often not suitable
for musical scores [4].

Here we introduce a more generalized framework to
solve the whole segmentation problem directly. The frame-
work is based on machine learning so that it can be applied
to a wide variety of musical notation styles and musical
documents, as long as training data is available. Our strat-
egy is inspired by the work of Calvo-Zaragoza et al. [5],
in which a Support Vector Machine classifier was trained
to discriminate if a foreground pixel of a binary image be-
longs to a symbol or to a staff line. Our approach is similar
in formulation, but we do not assume that the documents
are binarized or that they contain only symbols or staff
lines. Furthermore, we also extend the procedure by using
a more advanced classification scheme based on Convolu-
tional Neural Networks (CNN).

3. METHOD

Although rarely formulated in this way, the problems re-
lated to image processing for musical documents are con-
cerned with pixel-level classification processes. That is,
for each pixel of the image we want to know whether it
belongs to a musical symbol or not. In the latter case, we
want to know whether the pixel belongs to a staff line or
not, as this information is valuable for determining the ver-
tical position of the notes (pitches), among others.

Therefore, the process can be formulated as a classifica-
tion problem in which a model is trained to distinguish the
category a given pixel belongs to. Formally, our approach
considers a model that categorizes a given pixel into three
possible classes: background, staff, and symbol. The re-
quirement to carry out this idea consists of a reference set
that allows providing examples of each category to the su-
pervised learning algorithm.

In our framework, this classification process is carried
out by means of Deep Learning. Recently, Deep Neural
Networks have shown a remarkable leap of performance in
pattern recognition. Specifically, CNN have been applied
with great success for the detection, segmentation, and
recognition of objects and regions in images, approaching
human performance on some of these tasks [13].

CNN are composed of a series of filters (i.e., convolu-
tions) that obtain several representations of the input im-
age. These filters are applied in a hierarchy of layers, each
of which represent different levels of abstraction; while fil-
ters of the first layers may enhance details of the image,
filters of the last layers may detect high-level entities [12].
The key to this approach is that, instead of being fixed,
these filters are modified through a gradient descent opti-
mization algorithm called back-propagation [14].

One of the main advantages of CNN is their ability to
learn a suitable representation of the training data with-
out any human intervention, affording greater general-
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ization to documents of different style. In other words,
these networks learn a suitable representation of the data
from raw data, without the need of feature extraction.
Since collections of music documents are a rich source of
highly complex information—often more heterogeneous
than other types of documents—a framework based on
CNN is promising.

3.1 Input Feature Set

As mentioned above, our intention is to train a CNN to dif-
ferentiate pixels belonging to the different categories. An-
alyzing the organization of musical documents, we hypoth-
esize that a pixel can be correctly categorized by using its
local, neighboring information. In other words, we assume
that the surrounding region of a pixel contains enough dis-
criminative information to classify it into its correct cate-
gory. As a result, the input set to the classifier in our frame-
work is a portion of the input image, centered at the pixel
of interest. Figure 1 illustrates some examples of input fea-
ture set for each of the considered categories, in which the
pixel to be classified is located in the center of the patch.

Figure 1. Example of input feature sets for pixels of in-
terest of the three classes: symbol, background, and staff.
Note that the pixel to be classified is located at the center of
each window (highlighted in red for a better illustration).

Note that the method can work directly with color im-
ages and that the size of the neighborhood (i.e., the size of
the window) is a parameter to be tuned according to the
scale of the images to be processed.

3.2 Convolutional Neural Networks

Since there are no previously proposed CNN models to
solve a task of this kind, we designed a new network con-
figuration. Note, however, that the ultimate goal of this pa-
per is not to find the best network topology—which would
involve a comprehensive set of experiments to find the best
set of parameters—but to demonstrate that the proposed
categorization of music documents based on pixel-wise
classification with CNN is feasible.

Our design is inspired by the VGG network [22], a
topology widely used in the computer vision community

for object recognition. This network contains several lay-
ers of convolution plus 2 × 2 max-pooling (16 or 19, de-
pending on its version). By means of informal testing we
simplified this network to up to 3 layers, adjusting the num-
ber of convolutional filters per layer to 64, and the size of
the convolution kernels to 7.

Learning of the network weights is performed by means
of stochastic gradient descent [2] with a batch size of 32,
considering the adaptive learning rate proposed by Zeiler
[26] (default parameterization) and a cross-entropy loss
function. Once the CNN has learned how to distinguish
among the considered categories it can be used to perform
the layout analysis of a document. To do so, each pixel of
the image is queried, and its feature set is forwarded and
processed by the network in order to obtain its most likely
category.

4. EXPERIMENTAL SETUP

4.1 Corpora

We trained and tested our approach on a set of high-
resolution image scans of two different old music docu-
ments. The first corpus is a subset of 10 pages of the
Einsiedeln, Stiftsbibliothek, Codex 611(89), from 1314. 1

The second corpus consists of 10 pages of the Salzinnes
Antiphonal manuscript (CDM-Hsmu M2149.14), music
score dated 1554–5. 2 Pages from the two manuscripts are
shown in Figure 2. As a reference measure for scale, both
pages depict a separation between staff lines of approxi-
mately 50 pixels.

Note that the image scans of these two manuscripts have
zones with different lighting conditions that may affect the
performance of the proposal we evaluate. The Einsiedeln
manuscript images, in particular, present areas with severe
bleed-through that may mislead the automatic recognition.

The ground-truth data from the corpora was created by
manually labeling pixels into the three categories consid-
ered, as illustrated in Figure 3. Note that the class symbol
includes both musical symbols and other types of symbols
(such as lyrics). This should not be an issue as there exist
successful algorithms to separate music and lyrics [3].

Taking into account the scale of the images of our cor-
pora, an input window size of 41 × 41 pixels was empir-
ically chosen, which corresponds to more than half of the
space between the staff lines.

4.2 Comparative Assessment

To the best of our knowledge, there are no other algorithms
that perform a direct detection of staff lines and symbols
from music document images, and so we decided to com-
pare our approach with combinations of standard binariza-
tion and staff-line removal algorithms. In order to select
these algorithms, we took into account the results of the IC-
DAR / GREC 2013 Competition on Music Scores: Staff Re-
moval [24]. In this contest, the two strategies that obtained
the best performance were LRDE [11] and INESC [9].

1 http://www.e-codices.unifr.ch/en/sbe/0611/
2 https://cantus.simssa.ca/manuscript/133/

726 Proceedings of the 18th ISMIR Conference, Suzhou, China, October 23-27, 2017



(a) Einsiedeln (b) Salzinnes

Figure 2. Pages from the corpora used in this work.

(a) Source image

(b) Ground-truth

Figure 3. Example of ground-truth created. Background
pixels are labeled in white, staff-line pixels are labeled in
red, and symbol pixels are labeled in blue.

These methods were based on published approaches (de-
scribed in Section 2).

As mentioned before, these methods require that the in-

put image only contains binary values. Therefore, the fol-
lowing binarization strategies are considered:

Sauvola method [21] is perhaps the most widely consid-
ered binarization algorithm for document images. It
is based on the assumption that foreground pixels are
closer to black than background pixels. It computes
a threshold at each pixel considering the mean and
standard deviation of a square window centered at
the pixel under consideration.

Wolf & Jolion method [25] is an extension of Sauvola’s,
with a change in threshold formula to normalize
contrast and the mean gray-level of the considered
square window.

BLIST method [19] (Binarization based in LIne Spacing
and Thickness) is specially designed for binarizing
music scores. It consists of an adaptive local thresh-
olding algorithm based on the estimation of the fea-
tures of the staff lines depicted in the score.

To obtain the three categories mentioned above, we as-
sume that background are those pixels removed by the
binarization algorithm, while staff are those removed by
the staff-line removal algorithm from the binarized image.
The remaining pixels are thus classified as belonging to the
symbol category.

Each combination of staff-line removal and binarization
methods was evaluated experimentally. To assure a fair
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comparison, the parameters for each method (if any) were
tuned to obtain the best results in the training set.

4.3 Evaluation

To evaluate our proposal, we used a scheme of 10-fold
cross-validation on each corpus. That is, at each iteration,
one of the pages was used as a test set, and the other nine
were used to train the network and optimize its configu-
ration. Specifically, 30 000 samples of each of the three
classes were randomly selected for training (total: 90 000),
while 600 000 of each class (total: 1 800 000) were used as
a validation set. Note that these partitions represent a tiny
portion of the available data, as each page contains about
2 · 107 pixels. However, these values were considered ad-
equate to successfully train the networks (both in accuracy
and computational load) on the machines that were used
for that purpose. A more clever use of all available data
will be discussed when addressing future work. As a re-
sult, the training set was used to optimize the CNN through
gradient descent, whereas the validation set was used to se-
lect the most appropriate epoch to stop the learning process
and prevent over-fitting. The complete testing pages were
finally used to measure the performance of the model cre-
ated by the network during training.

Given that the number of pixels of each class is not
evenly balanced in the documents, we consider the F-
measure (F1) class-wise figure of merit for quantitatively
assessing the classification accuracy of the system. Taking
one class at a time as reference, this metric summarizes the
correctly classified elements (True Positive, TP), elements
falsely classified as belonging to the reference set (False
Positive, FP), and elements of the reference set misclassi-
fied as belonging to another category (False Negative, FP)
in a single value. Then, the F1 is formalized as:

F1 =
2 · TP

2 · TP + FP + FN
.

Finally, in order to minimize the possibility that the dif-
ferences in model performance were due to chance vari-
ation, we will perform a pairwise, non-parametric test
(Wilcoxon signed rank [8]).

5. RESULTS

We show in Table 1 the average F1 results obtained in each
corpus, as well as the overall performance when the whole
set of documents is taken into consideration.

As can be seen in the table, the staff-line removal algo-
rithm is the most relevant element in the considered con-
figurations, because the differences are smaller when vary-
ing the binarization algorithm. In particular, the LRDE
approach reports poor results in both sets of documents,
despite having obtained the best results in the aforemen-
tioned competition. This directly demonstrates the lack of
generalization of this approach. The INESC algorithm ex-
hibits a fair performance, especially in the Salzinnes cor-
pus. In regard to binarization algorithms, no conclusion
can be drawn since the results seem too similar and depend
on the corpus.

Strategy
Dataset

Einsiedeln Salzinnes Whole

LRDE

Sauvola 58.5 78.6 68.6

Wolf 58.7 70.6 64.6

BLIST 59.2 74.0 66.6

INESC

Sauvola 80.3 91.6 86.0

Wolf 83.0 90.7 86.9

BLIST 83.8 88.0 85.9

CNN 88.0 92.6 90.3

Table 1. Average F1 obtained in the 10-fold cross-
validation scheme for each corpus and the whole set.

The approach based on CNN, which performs the pro-
cess in a single step, yields the best results in all cases
considered. Since these results only reflect the average
performance, we used the 20 independent results (10 for
each corpus) to perform statistical tests. It resulted in p-
values below 0.01 in all pairwise comparisons, and so our
approach is significantly better than the rest of the config-
urations with an alpha significance level of 99%.

In order to have a qualitative reference, Table 2 shows
an example of the categorization obtained by LRDE and
INESC methods on a piece of Einsiedeln documents, con-
sidering BLIST binarization (best case), as well as the cat-
egorization of the approach based on CNN. It is observed
that LRDE is only able to partially detect one of the lines
of staff. INESC achieves an acceptable performance but it
mislabels some sections of the staff. CNN shows a predic-
tion that is very similar to the reference one. In addition,
it completes one of the staff lines that is not perfectly seen
in the original document (which, in turn, may be detrimen-
tal when computing its accuracy). Also, the CNN tends to
mislabel pixel close to boundaries of elements, in which is
not clear the actual category of the pixel. It is expected,
however, that these errors will not cause inconveniences in
subsequent procedures of the recognition workflow.

All in all, we can state that a trained CNN can success-
fully detect the selected categories at the pixel level in im-
ages of music scores. Our approach reports the best per-
formance among the evaluated methods although it is fair
to say that it is not by a wide margin. Nevertheless, its
strength can be observed in the improvements achieved in
each corpus. On the Salzinnes corpus, which seems to be
less degraded and simpler, the margin was narrower. How-
ever, in the Einsiedeln manuscript the improvement over
the compared methods was higher. This could mean that,
as the difficulty increases, our approach could be more gen-
eralizable and adaptable.

It should be emphasized that the intention of this work
was not to find the most suitable combination of input
feature size and network topology, but to show that this
approach allows dealing with the analysis of music doc-
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Source Ground-truth

BLIST+LRDE BLIST+INESC CNN

Table 2. Qualitative examples of categorization from Einsiedeln document, depicting the original piece along with the man-
ually created ground-truth, and the labeling predicted by BLIST+LRDE, BLIST+INESC, and CNN. Coloring: background
in white, staff lines in red, and symbols in blue.

uments successfully. Therefore, a more comprehensive
search of the optimal parameters could be carried out to
obtain an even better performance.

6. CONCLUSIONS

In this paper we presented a framework for detecting back-
ground, staff lines, and symbols in medieval manuscripts.
Our approach was based on the classification of the dif-
ferent elements of the image at pixel level using machine
learning. We use a CNN along with a training dataset of
reasonable size that contained examples for each category.

Our results showed that the accuracy obtained is high,
achieving around 90% of F1 in the evaluated corpus. It
has also been shown that our proposal is able to outper-
form state-of-the-art strategies based on heuristic image
processing, demonstrating that CNN is a robust and gen-
eralizable alternative to those traditional approaches.

In future work, efforts should be devoted to overcom-
ing the problem of getting enough data to train the CNN. It
could be interesting to consider an incremental interactive
framework in which the user does not have to label every
single pixel of the image but only those erroneously la-
beled by a base classifier. The use of transfer learning [17]
is another way to reduce the initial effort when dealing with
a new type of document.

Moreover, there are several ways to improve the accu-
racy of the model in the future. Of course, finding a more
suitable network configuration for this problem is a way
of improving the results presented here. Also, since the
available data is very large (i.e., a single page of ground-
truth provides millions of examples of pixels labeled by
humans), it would be more beneficial to train the network

following a smarter strategy than choosing a random sub-
set of the available data. For example, a random training
set can be initially chosen to perform a first training itera-
tion (as in the case of this work). After that, training doc-
uments can be evaluated so that the network is re-trained
only with those pixels that would be misclassified by the
current model. In this way, the network would pay special
attention to the most difficult cases.
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